D3.5
Usable security & privacy methods and recommendations

<table>
<thead>
<tr>
<th>Document Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Due date</td>
</tr>
<tr>
<td>Submission date</td>
</tr>
<tr>
<td>Revision</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Related WP</th>
<th>WP3</th>
<th>Dissemination Level</th>
<th>CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead Participant</td>
<td>VTT</td>
<td>Lead Author</td>
<td>Kimmo Halunen (VTT)</td>
</tr>
<tr>
<td>Contributing Beneficiaries</td>
<td>VTT, CNR, KAU, KUL, UM, UPS-IRIT, UMU, GUF, UNITN</td>
<td>Related Deliverables</td>
<td>D3.1, D5.1</td>
</tr>
</tbody>
</table>
Abstract: This document presents the most relevant state of the art in usable security and privacy as well as usability related to these topics in the context of Cyber Security for Europe project. The document focuses on the most relevant use cases as identified in the demonstrators of this project. In the end, four recommendations are provided both for general use and in the context of use cases from CyberSec4Europe. We recommend the use of authenticated encryption whenever possible, early user involvement in the development of new security and privacy features, user modeling and tests for new features and the use of authentication methods that are secure and privacy-friendly. Also, future directions for research in these topics are provided. The main concern is to keep up with the changing user behavior and security and privacy technologies and threats.
Executive Summary

Even the best security and privacy solutions will be effective only if they can be used by the end users correctly and without undue hindrance to the main tasks at hand. Thus, it is important to see, what are effective measures to improve the usability of security and privacy technologies and what security and privacy technologies have (and have not) gained user adoption.

This report presents an overview of the most relevant research on usability as it relates to security and provides some examples of usable security and privacy features. Because of sometimes conflicting requirements from usability, security and privacy, some tradeoffs are also presented. In addition, future research directions are discussed.

Based on the research and the expertise of the contributors, we provide four recommendations for improving usability in security and privacy technologies.

1. Use of authenticated encryption in the application layer or network layer communications whenever possible
2. Early user involvement should be ensured for new security and privacy features
3. User modeling and/or user tests should be conducted for new security and privacy features
4. Provide the users with authentication methods that are both secure and privacy-friendly

These can be applied both in the context of CyberSec4Europe project and in other areas, where the lack of usability is hindering security and privacy.

Future research topics include ways to bring new security and privacy features more easily to the developers of new technologies and services and solving user authentication and digital identity problems in a way that is usable and also provides the necessary levels of security and privacy.
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List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTR</td>
<td>click-through rate</td>
</tr>
<tr>
<td>DID</td>
<td>Decentralized identifier</td>
</tr>
<tr>
<td>DP</td>
<td>Differential privacy</td>
</tr>
<tr>
<td>ECG</td>
<td>electrocardiogram</td>
</tr>
<tr>
<td>EEA</td>
<td>European Economic Area</td>
</tr>
<tr>
<td>ENISA</td>
<td>European Union Agency for Cybersecurity</td>
</tr>
<tr>
<td>ESM</td>
<td>Experience Sampling Method</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>GAN</td>
<td>Generative adversarial networks</td>
</tr>
<tr>
<td>GAP</td>
<td>Generative adversarial privacy</td>
</tr>
<tr>
<td>GSM</td>
<td>Graphical Security Models</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext transfer protocol, a communication protocol</td>
</tr>
<tr>
<td>HTTPS</td>
<td>Hypertext transfer protocol secure, a communication protocol</td>
</tr>
<tr>
<td>LTS</td>
<td>Labelled Transition System</td>
</tr>
<tr>
<td>MFCC</td>
<td>Mel Frequency Cepstral Coefficients</td>
</tr>
<tr>
<td>MSR</td>
<td>Mission Success Rate</td>
</tr>
<tr>
<td>OTP</td>
<td>One time password</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PET</td>
<td>Privacy enhancing technology</td>
</tr>
<tr>
<td>PGP</td>
<td>Pretty Good Privacy, an encryption tool</td>
</tr>
<tr>
<td>PII</td>
<td>Personally identifiable information</td>
</tr>
<tr>
<td>PIN</td>
<td>Personal Identification Number</td>
</tr>
<tr>
<td>SSI</td>
<td>Self-sovereign identity</td>
</tr>
<tr>
<td>SUS</td>
<td>System Usability Scale</td>
</tr>
<tr>
<td>TLX</td>
<td>NASA Task Load Index</td>
</tr>
<tr>
<td>TOR</td>
<td>The Onion router</td>
</tr>
<tr>
<td>ZKP</td>
<td>Zero knowledge proof</td>
</tr>
</tbody>
</table>
1 Introduction

Even the best security and privacy solutions will be effective only if they can be used by the end users correctly and without undue hindrance to the main tasks at hand. We would paraphrase the quote from Susan Dray\(^1\) “If the user can’t use it, it doesn’t work” into “If the user can’t use it, it is not secure”. Thus, the usability of privacy and security solutions needs to guarantee a level of usability high enough so that user behavior will not jeopardize their benefits in terms of security and privacy.

Unfortunately, using these technologies is not always straightforward and, as an example, already in [1] many problems regarding the usability of the PGP encryption system have been pointed out. These usability issues can make it harder to reach the intended security and privacy goals. And follow up research has shown that the issue has persisted over the years [2], [3]. In the case of encryption, there have been many improvements that make end-to-end encrypted communications now available to large groups of people and that the majority of HTTP traffic is now encrypted HTTPS traffic. There are also other fields where security and usability have been improved such as user authentication, but still there are many open issues and a perfect solution does not yet exist. On the other hand, sometimes there are tradeoffs between usability and security or privacy meaning that a design solution favouring one property might require degrading another one [4], [5].

1.1 Security

Security is the main attribute that the different cybersecurity tools aim to provide for the system and its users. However, it is not always easy to define, what a secure system is. In addition, the different stakeholders (users, administrators, operators etc.) may have differing views of and objectives for security. Beyond, their behaviour is highly influenced by the perception of risks both in terms of probability of occurrence and impact [6].

Traditionally, information security has defined three main goals for security. These are confidentiality, integrity and availability [7]. By confidentiality they mean that the information is only accessible by the intended recipients of that information. Integrity means that the information has not been altered from sender to the recipient. Availability means that the information is accessible at the time it is needed.

Although modern information security differentiates more nuanced goals in addition to the three above, we can use them as the basic goals to which tools are aimed for. Furthermore, in this document we have the intended end user and usability as the focus. The end user can be a consumer of an everyday system, a system administrator or a decision maker. Thus, usability itself needs to be assessed for a wide variety of goals and actors.

1.2 Privacy

\(^1\) https://worldofusability.wordpress.com/
The term “privacy” is used frequently in many everyday conversations. It is also discussed in political, philosophical, technical and legal discourse, especially when privacy issues are abundant.

However, there is not yet a unified definition of the concept and notion of privacy. This is primarily because privacy is dependent on context, cultural roots, individual as well as group preferences and perceptions. Regardless, there have been attempts to provide definitions. As such, Warren and Brandeis defined it as "the right to be let alone" [8]. Another well-known definition of privacy comes from [9] which reads as ...

“the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others”. Additionally, in the late 1990s [10] provided a more fine-grained definition of privacy; defining it as “the ability of the individual to control the collection, retention, and distribution of information about herself”. Also other discussion and definitions have been considered as in [11].

In the digital domain, privacy has often been reduced to meaning the use of encryption to protect the content of information that is stored or transmitted. This is a very narrow interpretation of privacy and today there is an understanding that privacy means also the protection of metadata related to communications, different decision made by algorithms that utilise user data and the overall surveillance of communications and even more recently our physical interactions through cameras and other sensors.

Achieving privacy in the digital domain is a very much ongoing research topic, with different tools and regulation coming up related to various use cases and in different regions and jurisdictions. Because data about users is considered valuable by many companies, there is also several „races“ where for example advertisers try to find ways to get information about users, the users apply ad-blocking software to protect their privacy (and in some cases security) and then websites applying ad-blocker-blockers and so on. Privacy protection mechanisms can also be present on the user interface itself before the information goes through the network as presented in Figure 1 which is an implementation of the Eigen space concept in [12].

![Figure 1. Privacy partly preserved on Skype by fuzzing video stream background - a)screenshot not fuzzy, b) screenshot fuzzy](image)

### 1.3 Usability

Usability is defined as “the extent to which a product can be used by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a specified context of use” [13].

Effectiveness corresponds to the capacity of the system to offer means to the users to achieve their goals. Task analysis and modelling correspond to the study of user tasks an activities and how interaction takes
place between users and the interactive systems. Effectiveness is thus usually assessed in term of coverage of the user tasks by the systems. If some goals or tasks are not feasible on a given system then its effectiveness is reduced and the users will have to find workarounds to perform their job.

Efficiency corresponds to the quantity of resources (e.g. time, effort, actions) consumed by the users when achieving their goals. The efficiency attribute of Usability can be computed using user evaluation through experimental settings and by measuring physical variables such as time needed to perform a task. This is usually called quantitative evaluation of efficiency and provides objective measurement. Qualitative evaluation can also be performed by asking users to provide subjective information such as workload perception. In that case, assessment is performed using questionnaires that are filled in by the users after the performance of the tasks. NASA Task Load Index (TLX) [14] is an example of such questionnaire for subjective self-assessment of workload by users. Despite these limitations, analysis of operators’ tasks provides an efficient way for performing formative usability evaluation [15]. Indeed, efficiency correlates with tasks as the more tasks the user needs to do, the slower he/she will be and thus the less efficient. This measure is of course not as precise as usability tests, but it is a good way to evaluate the usability at an early stage in the system development and before the actual user interface is fully defined. However, task based assessment increases the coverage of user work [16] as usability test is mainly performed on few scenarios due to the fact that postprocessing of data gathered in the tests is extremely time consuming.

Satisfaction corresponds to the user’s subjective perception of using the system and how pleasant it is to use it. The most common way to evaluate satisfaction is via standardized questionnaires such as SUS (System Usability Scale) [17].

1.4 Aim of the document

This document is part of CyberSec4Europe project and its research efforts in Work Package 3. This deliverable is one of the results from Task 3.6 which considers usable security and user-centric cybersecurity. The research activities in Task 3.6 aim to improve usability of security and privacy technologies in many fronts and the goal is to achieve progress in many of the future research directions and open questions identified in this document (see Section 6 for more details).

The aim of this document is to showcase the most important and relevant usable security and privacy methods and methods to improve usability in security and privacy technologies. From these a set of recommendations is formed. The recommendations are also linked to the demonstrators of this project from WP5 in order to help the designers and implementers of these demonstrators. Furthermore, some open questions related to the topics discussed in this document are provided. These can be used as a further input to the roadmap work in WP4 in relevant fields and as challenges to researchers working in these fields.

1.5 Structure of the document

This section gives a brief introduction and defines the basic concepts used in this document. The second section describes the state-of-the-art in relevant fields and gives background information on the topics of security, privacy and usability. The third section gives examples of usable security and usability in security and the fourth section similarly for privacy. The fifth section gives some notable tradeoffs as well as our
recommendations for usable security and privacy. The sixth section briefly discusses some important future directions and the seventh section gives a concise conclusion. In the end of this document an extensive list of references is given for the interested reader to find more detailed information on the topics discussed in this document.
2 State of the art and background

Usability has been a topic of study and practice in the fields of security and privacy for some time and there are results that form the foundation of our current knowledge base. The conference SOUPS (Symposium on Usable Privacy and Security) is the main forum for publication in that domain but most conferences in Human-Computer Interaction feature usable security sessions. Security-centered conferences such as IEEE DSN (Dependable Systems and Networks), SAFECOMP (Safety in Computing and Security) or IEEE SP (Symposium on Security and Privacy) regularly feature papers dealing with usability aspects of security mechanisms. This section briefly presents the most relevant results and how they relate to the research work in CyberSec4EU project.

2.1 Privacy and usability in user authentication

Biometric data embeds information about the user which enables (if user interface design of the authentication mechanism addresses usability concerns correctly) transparent and friction-less authentication. Despite being a more reliable alternative to traditional knowledge-based mechanisms, sharing the biometric template with third parties raises privacy concerns for the user. Recent research has shown how biometric traces can be used to infer sensitive attributes like medical conditions or soft biometrics, e.g. age and gender.

Mordini and Ashton [18] have performed an extensive study of medical pattern retention in biometric templates: psychiatric conditions can be inferred from gait traces, chromosomal diseases can be accurately guessed from face images or fingerprints, while neurological pathologies have been associated to a broad range of behavioural biometrics. The same leakage potential holds true for electrocardiogram (ECG) signals [19], iris recognition [20] and other bio or behavio-metrics [21]. Similarly, soft biometrics like age, gender or race are linked to physiological or behavioural traits of the user.

The approaches to protect user's privacy divides into context-free and context-aware techniques. Context-free techniques, like differential privacy (DP), model worst-case adversaries regardless of his/her real capabilities and discarding relevant contextual information, i.e. about the problem to be solved. DP provides strong privacy guarantees, delivering a shrinking in data usefulness. Context-aware strategies, on the other hand, incorporate the retainment of task-specific utility by selectively adding noise where it matters. This advantage comes at the expenses of a formal characterization of the relationship between public variables, i.e. what we aim to share, and private variables, i.e. what we aim to protect, which is rarely available in practice.

Data-driven optimization has been recently proposed as a mean to achieve context-aware privacy. By exploiting recent advances in adversarial optimization, it is possible to model the joint distribution between shared and private variables. Generative adversarial networks (GANs) have been recently proposed as an effective tool to achieve this goal [22]. They model a min-max game between a generator and a discriminator, where the former tries to fool the latter in an iterative learning process. This concept has been first adapted to the privacy domain by Huang et al. who define the generative adversarial privacy (GAP) framework [23].
Morales et al. [24] recently proposed a method to reduce gender and race information in latent representations of face images. Their method is based on a modification of the triplet loss function, which is a commonly employed in face verification scenarios [25]. Malekzadeh et al. [26] have considered motion data and gait authentication in a different min-max optimization scenario: perturbing identity while preserving task-specific utility. Their classification task is activity recognition, which has been extensively studied in the gait literature in addition to being arguably a private variable. Osia et al. [27] investigates the use of Siamese networks for privatizing the user’s identity while preserving gender classification accuracy. Besides the different learning goal, they focus on fine-tuning existing, pre-trained networks.

In general, the trade-offs between usability, privacy and security have been studied in the context of user authentication quite extensively. Bonneau et al. [5] propose a framework for evaluating different web authentication methods. Their framework considers aspects of usability, security and privacy and the evaluation of web authentication methods is provided using that framework. This has been extended by Halunen et al. [4] to cover a wider range of authentication methods and also to more accurately capture some attributes in user authentication. Some user authentication methods have used such frameworks to show how they improve from known state of the art e.g. in [28]. Recent field studies have also incorporated real-world analysis of current unlocking and behavior and users’ perception of risk that influences these behaviors [29]. Such studies demonstrate that security mechanisms must also be evaluated involving methods and techniques from the Human-Computer Interaction domain in order to ensure acceptance [30].

### 2.2 Measuring Security and Privacy

Measuring security is hard since it can only be measured indirectly [31]. Additionally, it is often impossible to test all security requirements since security requirements often differ from traditional requirements in the way that the absence of an attribute is required (e.g. no buffer overrun, SQL injection) [32]. Even worse, the security of a system cannot be considered just by itself and the system’s environment, the level of abstraction and the context affects the security of the system. As a consequence, security and security risk management depends, to a large degree, on modelling threats and attackers’ behaviour. For organisations, this topic is mostly covered from a compliance perspective and there a hundreds of metrics to choose from, e.g. maturity level metrics of security controls which are mainly described in standards and rely on the security knowledge of security experts [33].

Similarly, the measurement of privacy, privacy risks and losses is hard. Several measurements for anonymity exist, such as the degree of anonymity based on entropy [34], k-anonymity where the data of an individual cannot be distinguished from at least k-1 other individuals [36], [37] and differential privacy and its variations, where an observer cannot tell by the outcome of a computation if the information on a specific individual was used [38], [39]. Some results contain even more abstract concepts [40].

However, connecting these metrics with real world data and assurances is particularly hard. For example, it’s hard to deal with probabilistic anonymity [41] respectively assurances. What does it mean for an individual if its identity is revealed with a certain probability? How can possibly privacy revealing information be found in unstructured text such as posts in social networks and how much information is needed to identify a user [42]? Furthermore many re-identification attacks deal with external data sources which they connect with an existing data set to identify users from a “anonymized” data set [37], [43]. Even without malicious behavior [44] has demonstrated that users identity of Netflix platform can be recovered
from datasets shared by the company in order to improve their recommender system [44]. These examples all demonstrate that in general it is hard to anticipate and measure privacy or the privacy loss caused by a data leakage or sharing.

On the other hand, from an individual user’s perspective the measurement of security and privacy is ambiguous, i.e. since most users do not have a particular threat or attacker model in mind. Since the aim for this document is to showcase the most important and relevant usable security and privacy methods and methods to improve usability in security and privacy technologies, when we discuss about improving security, we have a more intuitive model of security and privacy in mind – fully aware that there is no one size fits all. Since for most users the decision is rather if they use a security method at all than which method to select (e.g. encrypt mails by PGP or S/MIME\(^2\)), this consideration is sufficient for the purpose of this document. However, the user interfaces and related interaction techniques might have a huge impact on usability whatever security method is used.

---

\(^2\) [https://datatracker.ietf.org/wg/smime/about/](https://datatracker.ietf.org/wg/smime/about/)
3 Examples of usable security and methods to improve usability in security

In the CyberSec4Europe project one task (Task 3.6) specifically considers technologies and methods to improve the usability of security and privacy technologies. Within this task there are seven assets that are developed in this project.

1. Guidelines for GDPR compliant user experience. Regulation and best practices review with focus on GDPR. Check a subset of local best-practices and identify requirements or issues with existing implementation.
2. HAMSTERS. Notation and tool to support: user task based design and development of user interfaces and user interactions, design and development of user training
3. PetShop. Notation and tool to support design and development of HMI (high-fidelity prototyping of user interfaces and user interactions).
4. EEVEHAC. EEVEHAC establishes an end-to-end encrypted channel that is 1) human authenticated and 2) visualizable encrypted.
5. TATIS. Enhanced open source threat intelligence sharing platform to share indicators of compromise in trustworthy manner on top of the MISP platform.
6. Tangible interactions for privacy management. This represents a solution to the problem of physical privacy in users’ immediate physical environment that may arise through technological devices, or directly by other humans physically present around the user. This solution provides: 1) a waist belt to sense the environment around the user to detect people, objects and movements; 2) a wrist band that can vibrate to empathetically and actively warn the users in case a privacy threat is detected. This technology allows users to take immediate action when informed or automatically responds appropriately on the users’ behalf, and learns continuously from user responses to understand their context and needs.
7. SYSVER. The tool supports security administrators of large distributed systems in the verification of correct implementation of the security policies in the actual system possibly affected by (software) vulnerabilities. When problems are detected, the tool leverages the detailed analysis results to investigate possible changes to apply in the system to correct the anomalies (conflict resolution).

These assets are described in more detail in the Deliverable D3.1.

In general, for improving the usability of security and privacy, it is important to understand the users’ mental models about their needs and preferences for security and privacy. After that, this information has to be converted into technical means.

There are explicit and implicit ways of converting the information from the users’ mental model into systems. Explicit conversion generally refers to direct user input. If a security decision has to be made, the information is presented to the user and the user is asked to make a decision. Implicit conversion of the users’ mental model can be done if a sufficient technical representation of the users’ mental model exists that then can be used to predict the users’ decisions. Under this premise, decisions can be done automatically and potentially without bothering the user.
These user-representing models can be generated by gathering information about the user in the form of user studies and/or by observing the users behavior, i.e. analyzing former decisions and interactions of the user with hardware and software. The gathered information can, for instance, be used to train a machine-learning model that can be used to automate the decision making process. This approach is already widely used in software development and marketing to optimize the user experience, and influence consumer behavior by using the gathered information to show targeted ads. However, so far it is seldom used to optimize the security and privacy settings of users.

Both variants of converting the users’ mental model into technical means have disadvantages.

The first, direct variant might be inconvenient for the user if the user has to make many decisions manually. Experience shows that in such cases users tend to quickly circumvent such inconveniences by deactivating security mechanisms, allow all accesses without checking for consequences, or mostly selecting the option that appears first, which easily leads to security and privacy problems.

The second variant, to automated decision-making based on a technical representation of the users’ mental models, can lead to wrong decisions if the user model is flawed or if information about the user or the environment is missing. Even small errors can lead to wrong automated decisions with potentially impactful negative consequences for the users’ security and privacy. In addition, the GDPR (Art. 15 I (h)) requires informing meaningfully about the logic involved in automated decision making, an therefore a right to explanation for data subjects about automated decision making has been derived. Transparency of the automated decision making process is important so that users understand what happens to their data. Moreover, pursuant to Art. 22 GDPR, data subjects have the “right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her”. Hence, a fully automated process could therefore be in non-compliance with the GDPR. Therefore, this approach requires explicit consent and further privacy measures.

A promising compromise is to use technical representation of the users’ mental model to generate meaningful defaults for the user and support the user making informed decisions by providing information that is more relevant. A possible idea to investigate is to make the decision process as easy as possible and potentially adaptive to the expertise and needs of each user. However, it is important to note that automating user activity usually comes with complex challenges harder to solve than designing a usable user interface. Automation surprises [45], lumberjack analogy [46] and complexity of automation [47] demonstrate that migration of tasks from users to systems remains a hard challenge highly intertwined with user interface design (as only part of the tasks are automated) [48]. Beyond, [49] has demonstrated that automation biases decision making processes.

---

3 User Experience is a property, related to usability, that receives a lot of attention in the HCI domain. This property goes deeper into the users’ perceptions and internal states (e.g. aesthetics, emotions, meaning and value, …). While user experience is being added to the ISO 9241 standard on Usability (in part 210), it goes beyond the work package on Usable Security. A list of six orthogonal attributes for User Experience can be found here [114] while academic and industrial resources can be found at http://www.allaboutux.org/.
In the context of CyberSecurity4Europe, to generate technical representation of the users’ mental models and meaningful defaults, user studies in the form of interviews or statistical surveys for finding meaningful defaults as well as user segmentation studies can be conducted (see e.g. [50]). That and user data analyses are ways to understand what security and privacy settings users want to achieve and what kind of information they would need to make informed decisions. Understanding the users is the first step to make security and privacy decision-making a user centric process that satisfies and protects users without overstraining them.

3.1 Information visualization

The problem of usability in security spans over multiple aspects of the design and implementation of security mechanisms and tools. In particular, when we consider software tools that provide some kind of security analysis of a system, it is important to remark the usability of the results provided. The better a tool conveys its results the more easily and efficiently the user (system administrator) can evaluate and use them to improve the security of the system itself. In that domain, the focus is not on end-users anymore but on the tasks and work of security experts and managers.

Information visualization is a complex topic and it can both improve and hinder the usability and understanding of the system and the state of the system. A good visualization will give the relevant information to the user at a glance and a bad visualization will either give false information or present the information in a confusing or misleading way. IEEE society organizes a huge yearly event called VisWeek that gathers several conferences about information visualization (InfoVis), Visual Analytics (VAST) or Software Visualization (SoftVis).

There are also many different security related data that can be visualized for end users. Some are intuitive for example presenting the connections of a network with a graph (although the graph of a large network can become messy and hard to comprehend). Some less intuitive parts are for example visual cryptography [51], where cryptography is presented and applied in visual form. This type of presentation has some use cases e.g. [52]–[55], but it has not been researched a lot and has not gained wide adoption. Mostly because the encryption relies on XOR-variants, and thus the used keys can only be used once or a very low number of times [56].

3.2 The complexity and usability of Graphical Security Models

One way to deal with the evaluation of the security of large and complex systems is to leverage model-checking techniques to exhaustively analyze all the possible system state evolutions to identify those states that are not secure with respect to some metrics.

In this context, formal descriptions for the system model and the analysis results are required. A family of largely used models, especially for the description of the results, is the “Graphical Security Models” (GSM) family. This family includes, for instance, "Attack Graphs" and "Attack Trees". The problem with the exhaustive analysis is that the resulting graphs are often too complex and require some post-analysis to make them usable [57].

We consider here a specific example of a security analysis tool that performs formal analysis on a networked system and provides the results in the form of GSM. This tool is part of the CyberSec4Europe project’s
asset portfolio, which has over 30 assets. Out of these there are six especially relevant in the scope of usable security and privacy.

The tool in question is the "Sysver" asset [58], it uses the formal description of a networked system and analyzes all the possible sequences of actions that an agent can perform leveraging his privileges and possible flaws in the configuration of the system resources. The raw result provided by the tool is a Labelled Transition System (LTS) where each state represents the state of the agent (his knowledge) and the transitions represent the actions that the agent can perform in any given state. This kind of information is checked against a security policy (access control list) to assess if the agent can actually perform all and only those actions that are allowed in the policy. In complex and large systems the resulting LTS size can quickly become a burden for the system administrator that should analyze it.

The usability of this kind of security tool is strictly related to the usability of its results. Large and complex graphs are difficult to analyse by a human operator. Of course, some kind of automatic reasoning and analysis are possible but, in some way, this would "bypass" the human administrator and this is not always desirable. To mitigate this problem and to move improve the usability of this approach, some techniques are possible, based on the construction of “abstract” and simplified views of the complete results. In particular, two techniques have been used in the proposed asset. Firstly, an abstract view of the overall check of the LTS against the policy is provided in form of a simple table where each possible operation (transition in the LTS) is evaluated and flagged as an error if not allowed in the policy. This kind of summarized view hides the complexity of the complete LTS and allows the system administrator to focus on the errors that require some fixing [59].

When the details about a specific error are required, the tool leverages a second post-analysis technique to simplify the LTS. While the LTS includes all the possible sequences of actions that an agent can perform, the simplified LTS includes only the minimal sequences that allow the agent to perform a specific action [60]. This greatly simplifies the task of the system administrator when he/she needs to find fixes for the errors. Moreover, this technique allows the tool to perform some automatic reasoning and to propose configuration changes that can fix the errors to the administrator [60].

3.3 User Authentication

Biometrics are nowadays a popular form of user authentication due to their ease of use, robustness and uniqueness compared to traditional knowledge-based systems, such as PINs and passwords. Especially on smartphones, the use of fingerprints and face authentication to unlock the device is becoming more prevalent. Moreover, the wide availability of mobile sensors allows for the deployment of near frictionless multi-modal user authentication systems.

Behavioral biometrics [61] are a particular kind of authentication factor that verify the identity of users by the way they behave. They operate in the background in a continuous manner while the user interacts with an application. Typical examples of behavioral biometrics are keyboard dynamics [62] and mouse movements [63], and voice biometrics [64]. Sensor based gait recognition is also explored as a solution for unobtrusive user authentication [65]–[68]. Despite being less robust than well-established biometrics, motion data takes advantage of body worn sensors that are widely implemented in modern devices and require little to no effort by the user. By enabling continuous user authentication, gait authentication is a
natural candidate for multi-modal settings, i.e. combining different types of biometric authentication factors. In this way, we can not only improve the accuracy of the user authentication system, but also strengthen the system against forging and spoofing attacks, while offering a user-friendly experience.

However, as soft biometrics like age, gender or race are linked to physiological or behavioural traits of the user, misuse of biometric templates may lead to severe privacy leakages for the user [21]. Previous work [18]–[20] has already shown the presence of sensitive data in biometric traces, including medical conditions and soft biometrics. In the case of gait based user authentication, Van hamme et al. [69] demonstrated the feasibility of age and gender estimation from gait traces in the frame of the OU-ISIR Wearable Sensor-based Gait Challenge: Age and Gender (GAG 2019) competition. The ever-improving resilience of continuous authentication systems based on accelerometer and gyroscope measurements, as well as other sensors, clashes with the lack of a comprehensive assessment in terms of sensitive data leakage, demanding for techniques to protect a user's privacy against sensitive inferences.

### 3.4 Encryption of Communications

One area where recent advances has been made to improve the security (and arguably also privacy) of users is in the encryption of communications. As mentioned in the introduction, correctly using encryption methods to protect communications was seen as hard from usability perspective [1]. Some recent advances have made such end-to-end encrypted (E2EE) messaging a commonplace and easy to use experience for hundreds of millions or even billions of users.

The important technology behind this development is the Signal protocol by Open Whisper Systems⁴ and the Signal application⁵. When WhatsApp adopted this technology to provide E2EE messaging for their users, it signaled a major change in the encryption landscape of communications between individuals. Of course, there are many other applications that now provide similar protection of communications and even Facebook is said to be contemplating adding E2EE messaging to their Messenger application⁶. In [70] the authors provide a great overview on the topic of secure messaging. These examples show, that it is possible to achieve great security benefits, without affecting user experience in any meaningful way. Thus, this is a prime example for usable security.

This development has caused some discomfort in some law enforcement circles and there have been demands for weakening E2EE by the FBI, politicians from US, Australia and in the EU based on terrorist threat or the abuse of children. However, this weakening would make the wider public much less safe and only marginally help in catching the wrongdoers. This has been well argumented in [71] by many of the leading cryptographers.

E2EE is not the only field where additional security can be achieved through encryption. Network traffic (especially HTTP traffic) has been largely unencrypted until some recent developments. This means that a

---

⁴ https://open-whisper-systems.readme.io
⁵ https://www.signal.org
lot of the content included in our browsing has been unsecured. However, recent developments have produced website developers easy tools to make their sites run HTTPS, the encrypted version of HTTP. The Let's Encrypt -project provides an easy way to secure your website and their statistics show a remarkable increase in HTTPS adoption\(^7\). Again, this shows that easy to use tools have a huge impact on the adoption of a technology. HTTPS has been available for a long time, but the setting up of a certificate and all other setup for the encryption has been hard for the administrators.

For the end users, many browsers offer functionality that will enforce HTTPS is used in browsing whenever possible\(^8\). This makes the user experience very smooth also for the end users of web. Of course this type of encryption brings some side effects and the user may be prompted with a security warning (e.g. because a certificate has expired. There is research showing that users tend to ignore such warnings and thus can be exposed to phishing etc. [72]

Overall, these examples show that the original problems presented in [1] and others obstacles related to usability of encryption can be mitigated and overcome. This then provides the users with more security in their communications.

\(^7\) https://letsencrypt.org/stats/
\(^8\) https://www.eff.org/https-everywhere
4 Examples of usable privacy and methods to improve usability in privacy

This section presents some relevant examples of usable privacy and usability in relation to privacy.

4.1 GDPR compliant user experience

Regulation (EU) 2016/679 of the European Parliament and of the Council or more commonly known as General Data Protection Regulation (GDPR) [73] is a legal framework that sets guidelines for the collection and processing of personal information. This is arguably the most significant change in data privacy regulation in the last few decades. The regulation applies across the entire European Union (EU) and European Economic Area (EEA) region. However it’s reach is actually much larger as the primary principle behind the GDPR is that it views personal data as the property of the individual/natural person, and it therefore applies to anybody storing personal information about citizens in Europe (with some exceptions, like personal use and others), including companies on other continents.

The regulation was designed to give the citizens of the EU and EEA greater control over their personal data and ensure that their information is being adequately protected. According to the GDPR, personal data is any information related to a person such as a name, a photo, an email address, a computer IP address etc. For any entity that processes personal data and does not comply with the regulation, the GDPR stipulates harsh fines. In turn, the companies processing personal data have put a lot of effort into compliance with the GDPR requirements. However, like any other legislation, and even more so as the GDPR is meant to be a framework, the nuances of the regulation are often complex. This stems from the differences how the holders of data interpret the regulation and how the European courts interpret it, and what each of the parties consider appropriate ways of implementing the given regulation. While big companies can afford to hire staff to make sure any processing of personal data, they do is compliant with the regulation, this is much harder for smaller companies to achieve.

For this reason, as part of the asset development in the CyberSec4Europe project, we propose to establish GDPR Guidelines that will collect and present in a simple and understandable way the specific points of the GDPR regulation and provide best practices and what solutions (local) supervisory authorities, European Commission and ultimately the European Court of Justice, consider to be appropriate or how they interpret the regulation itself. The final interpretation of the GDPR is within the jurisdiction of the European Court of Justice. However, the opinions of the supervisory authorities are also very relevant as they are responsible for investigations of non-compliance, the corrective powers they hold and their knowledge of local (member state) specific legislation. This work is conducted in the CyberSec4Europe project and is part of the asset portfolio of the project. However, detailing these best practices is beyond the scope of this more general document.

GDPR Regulation is meant to ensure appropriate security mechanisms are used to protect personal data, but even more importantly, it sets rules about when and for what purpose personal data can be used. Effectively this means that data holders cannot freely use the collected personal data without legal or contractual basis or explicit consent from the data owner. A big part of this is the idea of data transparency that the Regulation has also imposed. Data transparency gives each natural person an ability to know what personal data each
specific controller or processor has on them and for what purposes they are being used. This information must be conveyed in a concise, transparent, intelligible and easily accessible form, using clear and plain language. In addition to giving this information to the users, this also brings the issue of their data privacy to the attention of the users. In addition, since the regulation requires the information to be presented in a simple manner the effect is an improved usability in privacy. However, how data controllers and processors achieve this and other GDPR requirements can be, as we have mentioned before, anything but simple. The GDPR Guidelines will help simplify the understanding of the GDPR Regulation, which will improve the implementation of the regulation, and the final result will result in better usability in privacy.

When talking about usable security the focus is often in the individual or an average user. In this case, the primary beneficiary of this collection of information on good GDPR related practices are smaller and medium sized controllers and processors of personal data. They (and everybody else for that matter) will be able to freely access a curated collection of information regarding the necessary GDPR requirements and possible methods of achieving them. The given recommendations would therefore allow their user an easier way to check and ultimately achieve compliance with the GDPR Regulation. Even though the primary beneficiaries of the GDPR Guidelines are the personal data controllers and processors, individuals will also be able to take advantage of the final product. They will be able to educate themselves about their rights and about methods that controllers and processors that hold their data have to employ when protecting their data. Having a well-educated consumer base ultimately also forces the service providers to produce better services, further improving the privacy of personal data.

4.2 Usability in Identity and privacy management for decentralized systems

The concept of privacy embraces the right given to citizens to Control and manage their personal data at any time, ensuring user self-determination, as defined in the European GDPR [73]. Privacy as Control can be implemented through Privacy Enhancing Technologies (PET), ensuring selective and minimal disclosure of credentials and personal attributes using, for instance, Anonymous Credential Systems [74] such as Idemix [75], which employs ZKPs (zero knowledge proofs) to reveal the minimal amount of information to the verifier (usually a service provider), even without disclosing the attribute value itself. However, current Anonymous credential systems implementations such as Idemix are complex and difficult to manage by final users.

Identity Management based on Self-Sovereign identities systems [76] (SSI) focuses on providing a privacy-respectful solution, enabling users with full control and management of their personal identity data without needing a third-party centralized authority taking over the identity management operations. Thus, citizens are not anymore data subjects, instead, they become the data controller of their own identity. This is, they can determine the purposes, and ways in which personal data is processed, as they manage directly their personal data during their online transactions. There are already proposal for privacy-preserving SSIs [77] but not yet applied in blockchain. Blockchains bring many advantages encompassing provenance, accountability, traceability and transparency of the transactions stored in the ledger. However, non-technical people might find difficulties to deal with the privacy-control and management in distributed systems and ledgers, due to its complexity [78], [79]. SSI can be applied through blockchain, which facilitates the governance of the SSI system, increasing the performance to Internet scale and enabling the accessibility of identities to everyone. Blockchain enables sovereignty as users can be endowed with means to transfer
digital assets, including user decentralized identifiers (DID) [80], DID documents, identity attributes, verifiable claims and proofs of identity [6] (including ZKPs), to anyone privately, without rules in behind.

In this context, as part of the SSI system functionalities, configuring and selecting the personal attributes to be included in a claim - to meet the requirements imposed by the service provider (i.e. verifier) - might be also cumbersome and not privacy-friendly. Thus, protocols/ specifications and their corresponding appealing front-end apps for blockchain are needed to automate the data release/consent/selection of blockchain verifiable claims [81] and management of DID Documents and data [80], and in general, to deal with end-user privacy management.

To deal with these privacy usability aspects, the asset SelfSovereign-PPIdM (Self-sovereign privacy-preserving IdM in blockchain) being designed in this project, is tackling the Identity and privacy-management bearing in mind usability recommendations. Thus, users will be able to configure their privacy-policies for sharing personal data in the blockchain, access to services and give consent, in a user-friendly way, while doing it as much automated as possible. It embraces the best ways to visualise privacy management for users accessing and sharing personal information and assets through blockchain when using “Verifiable Credentials”, and best ways of authorization and privacy policies needed to indicate which specific personal information can be shared in a transaction, complying with minimal disclosure principle. Besides, this asset will deal with access control policies and manage their personal data, to indicate which data can be accessed by whom, in a particular context, through blockchain, using verifiable credentials and Decentralized Identifiers.

4.3 Usability in selected use cases of this project

Usability is a critical factor that influences end-users to use particular security or privacy mechanism. We present some important considerations that account for the growing significance of usability in systems such as online banking, supply chain security assurance, privacy-preserving identity management, maritime transportation, medical data exchange, and smart cities, which are the demonstrator cases in the Cyber Security for Europe project. The subsections below relate to some of the many requirements identified in the deliverable D5.1 Requirements Analysis of Demonstration Cases Phase1 of CyberSEc4Europe project. For the sake of brevity, we have not included the full list of requirements and do not reference these in full in this document.

- Usage easiness is an intrinsic characteristic that impacts end users’ decisions to go for a security and privacy mechanism. Usability aids to determine the effort required by users to interact with a system, their performance in terms of time and errors but also their satisfaction (that might contradict performance measures as in [12]).
- Many critical sectors, e.g., banking and finance, transport, smart offices, etc., require users to adhere to prescribed security and privacy guidelines to maintaining and safeguarding them from adversaries. At the same time, they consolidate the security, privacy, and safety of their legitimate users. Usable security can aid to overcome the inadvertent (or even deliberate) undermining of security by end-users (like writing down their password on a post-it next to their computer screen).
- Sometimes, usability enhances user experience, skills, and attitudes in using a security or privacy mechanism, thus, achieving the various usable security goals. In other cases (for instance in games), increasing user experience will require degrading usability (to increase challenge and thus users’ reward
when reaching the goal). Identifying design solutions that align multiple properties remains a great challenge in the field of HCI [82].

4.3.1 Error Reporting

For critical systems like online banking and supply chain security assurance, which are two demonstrator use cases in the CyberSec4Europe project (see D5.1 for details), the usability of errors and security breaches reporting mechanism must consider: 1) completeness of the errors or security breaches reported to end-users, and 2) how easily the end-users can interpret the errors or security breaches presented to them by the system.

Reeder et al. [83] performed a study of web browser security warning behavior using the Experience Sampling Method (ESM) that includes a survey of over 6000 Chrome and Firefox users in situ to gather reasons for adhering or not to real warnings. They concluded that warning designers to address all the specialized issues by examining contextual factors and a wider variety of users’ concerns, rather than through one-size-fits-all improvements, to improve warning adherence and user comprehension. Good et al. [84] tested short summary notices in contrast to long, legalistic license agreements. Moreover, suggested reducing information overloading that significantly improves the usability of error reporting.

One example of error reporting are HTTPS certificate error warnings that protect users against network attacks by alertly them promptly [85]. However, spurious HTTPS warnings could be problematic resulting in poor user experience, hinder the adoption of HTTPS, and people get habituated to ignore messages. Authors suggested many of these problems could be mitigated by building more actionable warnings in the browser or investing in other client-side engineering solutions.

Felt et al. [86] mitigated HTTPS authentication warnings avoidance by lower click-through rate (CTR) because (a) they consider it is safer to err on the side of caution, and (b) they believed that low CTRs will encourage developers to adopt valid SSL certificates.

4.3.2 Verifiable Credentials

Verifiable credentials are also a part of several use cases in the CyberSec4Europe project, e.g., Privacy-preserving identity management and banking use cases. Studies have shown that conventional authentication schemes, i.e., knowledge-based schemes or token-based schemes, possess many security and usability issues [87]. From the security perspective, knowledge-based authentication schemes are vulnerable to common attacks such as guessing-, shoulder-surfing-, or dictionary-based attacks⁹ [88], [89]. Similarly, token-based authentication schemes are vulnerable to common attacks such as side-channel, denial-of-service, real-time phishing or coercion attacks [90]–[92]. From the usability perspective, users face difficulty to manage numerous PINs/passwords, and complex passwords add cognitive load on users [93]–[95]. In the case of smart-tokens, they can be easily shared or misplaced [87]. Lastly, it is worth mentioning that these schemes do not necessarily authenticate the users but authorize anyone who enters the correct PIN/password, OTP or smart token number.

---

⁹ see for example https://capec.mitre.org for more details on the attack types
Biometrics including both physiological and behavioral could be utilized for designing next-generation user authentication solutions for critical systems. Biometric traits such as a face, fingerprint, voice, handwritten signature, keystroke/touch dynamics, and hand-movements can be easily acquired owing to the availability of cost-effective sensors.

Wang et al. [96] proposed a privacy-preserving edge computing-based face verification system for user authentication. They employed secure nearest neighbor scheme and secret sharing is used for protecting the privacy of face information. For smart devices and smart homes, voice assistants become an easy interface to interact with applications or connected appliances. Chang [97] presented a two-layer authentication method to protect voice assistants and maintain their usability. They employed user voiceprint and challenge-response protocol to authenticate a legitimate user and granting access to the ecosystem. At the same time, resist replay attacks by asking the user to respond to the pre-configured challenge within 5 seconds.

Proteus, proposed by Gofman et al. [98], is a bi-modal biometric verification system based on face and voice features, for smart devices that can be useful for securing access in critical systems. This scheme extracts principle components using Principal Component Analysis (PCA) and Mel Frequency Cepstral Coefficients (MFCC) from face and voice modality, respectively, to construct a bi-modal system. Gupta et al. [99] proposed a multimodal biometric-based authentication scheme, DriverAuth, that exploits face, text-independent voice, and swipe to ensure the safety and security concerns of the customers using on-demand rides and ride-sharing transportation.

Tolosana et al. [100] proposed a signature verification architecture based on the number of lognormal from the Sigma LogNormal writing generation model that is adapted to the signature complexity for security purposes. Additionally, they performed an exhaustive comparative analysis of both stylus and touch scenarios for smartphones and tablets.

Buriro et al. [101] proposed a bimodal authentication scheme that exploits users' touch-typing and hand-movements transparently, while the users access their sensitive applications by inserting an 8-digit PIN/password. Similarly, DialerAuth authenticated users based on touch-stroke timing-differences and hand micro-movements for 10-digit PIN/password [102]. These solutions can be seamlessly integrated into existing sensitive applications that incorporated pin or password to authenticate their users. Unarguably, both solutions offer flexibility to users to enter random alphanumeric digit and authenticate them based on their touch-typing and hand-movements, thus, enhancing the overall usability of the system.

4.3.3 Users’ Data Privacy
Also data privacy is part of many use cases of our project. Users’ data (e.g., personal information, health data, biometrics, etc.) leakage in digital systems is a widely known issue fostering a strong need for privacy preservation. A study revealed that many medical, health, and fitness applications collect high-risk data (including financial information, full name, health information, geo-location, date of birth and zip code). 50% of these applications sent personally identifiable information (PII) over the internet without any encryption, whereas 83% of these applications store data locally on the device without encryption [103].

According to Rui and Yan [104] privacy protection methods can be evaluated by determining the Mission Success Rate (MSR). Further, privacy disclosure in network transmission can be solved by enhancing the
non-invertibility, revocability, and unlinkability of data. Sui et al. [105] proposed a secure-fusion based biometric authentication method that involves key extraction for mixing the user’s biometrics and a reference subject’s biometrics to be fed into an existing biometric system to generate a BioCapsule for authentication.

4.4 Privacy in communications

The privacy of communications is not only important for protecting the content of the communications but also for protecting the metadata (the who, when and where) of the communications. This cannot be solved by only encrypting the content with E2EE (see section 3.4).

The Onion router (TOR) is one example how this problem of metadata has been tackled at the network. The usability of TOR is fairly good, but there are many complexities and methods that can undermine the privacy protections it provides e.g. browser fingerprinting methods in browsers [106].

The metadata of our communications is collected many times by the platforms user employ in their communications (e.g. Facebook). This social graph and its properties can be used to make very accurate inferences about the users attributes and habits. In communications there exist solutions that do not gather metadata. One example of this is Signal, which does not store excessive metadata of user communications. One example of tracking different messaging solutions and their properties is the (unfortunately now out of date) EFF privacy scorecard[10]. For current advice reader could visit the Surveillance Self-Defence website[11]

---

10 https://www.eff.org/pages/secure-messaging-scorecard
11 https://ssd.eff.org
5 Tradeoffs, compromises and recommendations

Better usability should go hand in hand with better security and privacy, but sometimes there are tradeoffs and the need to compromise between the three of them. In this section, we present some of the existing tradeoffs and compromises that have been made. This can then be seen also as possible research directions for future work.

5.1 Security

From user authentication perspective some tradeoffs can be seen from [4], [5]. It is clear that not one method can offer all the possible usability and security (or privacy, for that matter) benefits. What is still unclear is which combinations can achieve this. It is also evident that many end users are willing to choose better usability and user experience even if other options offer better security (or privacy) in many cases.

5.2 Privacy

One tradeoff between usability and privacy can be seen with the TOR system. The usability of TOR is fairly good and after installation the browsing experience is quite straightforward. The privacy of the user is protected by the TOR network in many cases. Although the use of TOR improves the privacy of the user, it is sometimes not possible to use it to browse all the websites that the user wants. Furthermore, the use of TOR can be seen as suspicious activity and in some cases access to TOR has been restricted by governments [107].

Another example trade-off in privacy is the “informed consent” that is used in several contexts e.g. the cookie policies enforced by many websites. Although this gives user some control over the use of their information, the default option is usually to allow the use of all possible cookies and functionalities. The process of disabling these is many times fairly cumbersome and sometimes has to be enforced by the user every time they visit a specific website. Thus there is a usability trade-off to this privacy feature.

5.3 Recommendations

To reach more usable security and privacy enhancing systems, we have provided a short list of recommendations. Some of these are general and some are directed towards specific use cases such as user authentication.

1. Use of authenticated encryption in the application layer or network layer communications whenever possible

   The use of authenticated encryption protects both the integrity of the communications as well as the privacy of the content. There are many available tools to achieve this and these can be applied in a vast majority of use cases, where communication over network is done. The impact to the end-users is minimal, when this is done right and when user needs, user knowledge and user work is carefully identified at design time.

2. Early user involvement should be ensured for new security and privacy features
User Centered Design (UCD) approaches [108] advocate the involvement of the end users in the early stages of the development process (e.g. via brainstorming sessions and work analysis). Beyond, UCD promotes multiple iterations at design time to gather user feedback on concrete artifacts such as mockups and paper prototypes [109]. User interfaces and user interactions that are the front end of security and privacy mechanisms should follow UCD processes to ensure that usability is considered from the very beginning and not too little too late, as this was the case for software applications in the past [110].

3. **User modeling and/or user tests should be conducted for new security and privacy features**

As mentioned in the earlier chapters, collecting the information on users is not a straightforward task and both automated and other approaches have their shortcomings. However, it is not possible to improve the usability of new privacy and security technologies, if no effort to that end is made. Thus, there should be some way to test and/or model the users in the security and privacy systems. User research methods should thus be used throughout the design, development and assessment of security mechanisms.

4. **Provide the users with authentication methods that are both secure and privacy-friendly**

User authentication is a security measure that is most visible in many cases towards the users. There are many options to do this and at the moment convenience and user experience seem to push towards the use of biometrics. It should be possible to conduct user authentication in a usable way while meeting security objectives and respecting the users' privacy.
6 Future directions and open questions

There are many open questions that need to be solved in the fields of usability, usable security and usable privacy. It is worth noting that the survey conducted by ENISA (European Union Agency for Cybersecurity) found user-centric security practices and tools as one of the key topics in the future development of cybersecurity.[111]

One key aspect is to make these topics more visible to the developers of new systems. When new methods to improve security and privacy are developed, these should be accessible to developers. This way they can be incorporated into the new technologies that will establish our digital society in the coming decades. Similarly, developers of security mechanisms should be aware of methods, techniques and tools to support design and development of usable designs.

From user authentication perspective finding a method that adheres to all the usability, security, privacy, scalability and economic requirements is still a very much open research question. In communications, protecting the content of the data transmitted over networks seems to be well on its way to becoming the norm. There, the open question is how to protect also the privacy of the communications when metadata is considered. In digital identity, the way to provide anonymous, pseudonymous, and more user-centric identity is currently a very interesting area of research, with new proposals coming frequently. This is also a problem that needs to be solved in order to reach a better digital society for us all.

As mentioned earlier, usability, security and privacy are likely to bring conflicting aspects to the design. This aspect is not new as similar concerns are well known for the usability of dependability mechanisms [112]. Holistic methods should thus ensure that usability, security and privacy objectives are met by the design and researcher must identify means to make explicit the conflicts and to rationalise their design decisions following design rationale approaches as in [113].
7 Conclusion

Providing recommendations on usability in fields such as security and privacy is a difficult task. Much of the relevance of the recommendations is based on the context where the user is and the different risks the user might encounter in her current task. Thus there are only four recommendations that we can give based on the current research and the different use cases demonstrated in the CyberSec4Europe project. These are:

- Use of authenticated encryption in the application layer or network layer communications whenever possible;
- Early user involvement should be ensured for new security and privacy features;
- User modeling and/or user tests should be conducted for new security and privacy features;
- Provide the users with authentication methods that are both secure and privacy-friendly.

Although there is a great deal of research on the subject of usability and also related to usability of security and privacy, there are still many open questions. In addition, all three concepts, usability, security and privacy are constantly evolving. This means that the ways in which users interact with systems and their expectations of security and privacy are not constant and solutions that work today may be obsolete in a short while.

In conclusion, we can state that usability should not be taken lightly in the development of security and privacy technologies. It should be integral to the design and evaluation of different new methods and it should be present in the roadmaps for future cybersecurity technologies.
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